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To a significant degree, multimedia applications derive their
effectiveness from the use of color graphics, images, and video.
However, the requirements for accurate color reproduction and
for the preservation of this information across display and print
devices that have very different characteristics and may be
geographically apart are often not clearly understood. This paper
describes the basics of color science, color input and output
devices, color management, and calibration that help in defining
and meeting these requirements.
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I. INTRODUCTION

In the last few years, computer-based multimedia systems
have grown from their humble beginnings into systems
that truly allow the integration of information from many
different types of sources (media), including text, numeric
data, audio, graphics, still images, and video. In keeping
with this trend, it is anticipated that multimedia systems will
continue to grow rapidly in the areas of information pre-
sentation, education, and entertainment, with applications
including teaching, electronic publishing, telemedicine, and
retailing. In the initial euphoria surrounding these develop-
ments, however, several issues have not received adequate
attention. In particular, for the presentation of image data,
one question is still left over from the early days. How
do you ensure that two images presented on two different
devices can be accurately compared?

The problem is much more complex now than in early
systems. Images that are to be compared in present multi-
media applications may come from entirely different input
sources and may be reproduced on entirely different output
devices. Consider the publisher of a merchandise catalog
who is trying to sell products over the World Wide Web.
The images of the products may come from photographic
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film, from digital still cameras, or even from camcorders.
The images that are produced for the customer may be
viewed in a printed catalog or on the computer monitor
or downloaded and printed on the user’s local printer. To
avoid unnecessary grief to the customer, the final image in
all cases should be a faithful representation of the original
product. Other examples could be given for remote medical
diagnosis, educational presentations, industrial design of
products, and, of course, entertainment.

Since color is such a large part of multimedia presen-
tation, it is important that both the designers and users
of multimedia systems understand how to describe and
present color accurately. The presentation of accurate color
requires a joint effort on the part of both the designer
or manufacturer and the consumer. The consumer should
be aware of the need for the calibration of both input
and output devices. The designers of imaging devices for
multimedia systems should make their devices easy to
calibrate and easy to maintain calibration. At the same time,
designers of multimedia applications should make products
that effectively use the calibration of the various devices.

There is a range of needs of the users that must be
spanned by the producers of multimedia products. The
level of color accuracy required for an application must
be identified in order to specify what hardware can be used
and what information is to be given or supplied by the
user. In the case of accurate color presentation, it is often
important to know the intent of the user of the image. In
certain applications, such as mail-order catalogs, absolute
colorimetric accuracy is desired so that chosen items may
match or coordinate with existing articles. In other applica-
tions, such as presentation of art on a computer, it is often
necessary to sacrifice absolute colorimetric accuracy in
favor of an image that appears visually similar to that in the
museum, under the much different viewing conditions of
the monitor. To achieve either of these effects, the original
image must be recorded correctly so that the data can
produce a good display. Information about the rendering
intent (for instance, colorimetric versus perceptual) for
displaying the image must also be tagged to the image file
for interpretation and use in a display device.

As can be seen from this brief introduction, there are
several steps to producing good color images for a mul-
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timedia application. This paper presents the fundamentals
that both the user and the designer should understand in
order to get the most from the system. Section II describes
the basics of the color visual system, color terminology,
and color relationships. The third section has three major
subtopics that are closely interrelated. Image character-
istics and reproduction methods are discussed together,
since many images used in multimedia presentations are
themselves reproductions of other images. Image-recording
methods are dependent on the characteristics of the image.
Section IV presents the basics of color management and
calibration, which are necessary to communicate color
information among the various devices. Section V details
an illustrative example that uses the principles described,
and Section VI gives a summary of the paper. At the outset
itself, the authors would like to clarify that to keep the paper
brief, they have attempted to select a few representative
citations instead of attempting exhaustive coverage and duly
assigning credit.

II. COLOR VISION AND COLORIMETRY

The perception of color involves complex interactions
between several physical, neural, and cognitive phenomena,
which must be understood in order to comprehend color
vision completely. While research is still ongoing in the
integration of all these aspects of color, significant success
has been achieved in understanding the physical and (to a
lesser extent) neural phenomena involved in color sensa-
tion. The goal of this section is to present an overview of
this current understanding, with particular emphasis on the
aspects that are of interest in color-imaging applications.

A. Trichromacy and the Visual Subspace

The sensation of color is produced when light in the vis-
ible region of the electromagnetic spectrum (approximately
corresponding to the wavelength region from 400 to 700
nm) excites retinal receptors in the eye. The human eye
has three color-sensing receptors, called S, M, and L cones,
which are abbreviated forms of short-, medium-, and long-
wavelength sensitive cones, respectively. Under a fixed set
of viewing conditions, the response of these cones can
be accurately modeled by a linear system defined by the
spectral sensitivities of the cones. For the purposes of this
paper, it will be convenient to assume that (color) spectra
are represented by -vectors consisting of their samples at
a discrete set of wavelength values that span
the visible wavelength range. Thus, the cone responses pro-
duced by light (stimulus) with spectral power distribution

are given by

(1)

where is the vector of cone responses
and is the 3 matrix of cone spectral
sensitivities.

Equation (1) was first inferred from experimental obser-
vations of the linearity of color matching and the phe-
nomenon oftrichromacy, which states that it is possible

to produce a color match for a given stimulus (equiva-
lently, identical cone responses under the same viewing
conditions) by using only three light sources, known as
primaries (see [1] and [2] for references and a description
using notation and terminology identical to that used here).
The sensitivity functions, however, have been subsequently
verified through physiological examinations. From (1), it
can be seen that the cone responses depend only on the
orthogonal projection of the spectrumonto the column
space of , which is called the human visual subspace
(HVSS) [3]–[6].

While the cone sensitivities themselves cannot be
readily determined, alternate bases that span the HVSS
can be determined through color-matching experiments that
determine the strengths of primaries required to match
monochromatic color spectra over the entire visible range
[1], [2], [7]. These bases are known as color-matching
functions (CMF’s) and depend on the primaries used in the
color-matching experiments. The 3 matrix formed by a
set of CMF’s is within a (nonsingular) linear transformation
of . Out of the infinite set of CMF’s that can be used
for color specification, the International Commission on
Illumination (CIE) has defined two sets of CMF’s for use
in standard colorimetry: 1) the CIE red-green-blue (RGB)
CMF’s and 2) the CIE XYZ CMF’s [8]. The CIE RGB
CMF’s correspond to monochromatic primaries at 700 nm
(red), 546.1 nm (green), and 435.8 nm (blue). The CIE XYZ
CMF’s do not correspond to any physical set of primaries
but were selected by the CIE so as to have several properties
that were considered desirable when the standards were
defined [9], [10, p. 531]. In this paper, the CIE XYZ CMF’s
will be used. Using these CMF’s, the color of the irradiant
spectrum can be specified by its CIE XYZ tristimulus
value, which is given by , where
is a matrix whose columns are the CIE XYZ CMF’s.
Since the results of color-matching experiments vary in
accordance with the angular size of the viewing field, the
CIE has defined two sets of XYZ CMF’s: 2CMF’s for
use with uniform visual fields of angular subtense from 1
to 4 and 10CMF’s for use with uniform visual fields of
larger angular subtense. Only the 2CMF’s will be used
throughout this paper because imaging applications involve
complex visual fields where the color-homogeneous areas
have small angular subtense. The (2) CIE XYZ CMF’s
are shown in Fig. 1. The perceived lightness/brightness of
a color is often assumed to be a monotonic function of the

tristimulus value, which is known as theluminance; and
the corresponding CMF, , is often referred to as the
photopic luminosity function.

As mentioned earlier, the 3 matrices and
are within a (nonsingular) linear transformation of each
other. Therefore, the HVSS can alternately be defined as
the column space of . Also note that for colorimetry in
specific applications, alternate standard CMF’s have also
been defined, an example being the National Television
Systems Committee (NTSC) [11]/Society for Motion and
Television Pictures (SMPTE) [12], [13] CMF’s developed
for use in TV. The same color can therefore be specified

SHARMA et al.: COLOR IMAGING FOR MULTIMEDIA 1089



Fig. 1. CIE 2� XYZ color-matching functions.

in numerouscolor spacesby using tristimulus values com-
puted with these different CMF’s. The term “color space” is
also applied to other coordinate systems used for specifying
color, which are typically transformations of the tristimulus
values.

B. Colorimetry for Reflective Objects

The discussion in the last section was based on the
assumption that is the spectral irradiance of the light
incident on the eye. When a reflective object with spectral
reflectance is viewed under an illuminant with spectrum
given by the vector , the resulting spectral radiance at
the eye is the product of the illuminant spectrum and the
reflectance at each wavelength. Therefore, the CIE XYZ
tristimulus value defining the color is given by

(2)

where is the matrix of CIE XYZ CMF’s (as before),
is the diagonal illuminant matrix with entries from

along the diagonal, and . Color measurement
for transmissive objects can be similarly defined in terms
of their spectral transmittance. In analogy with the HVSS,
the column space of is defined as thehuman visual
illuminant subspace[6]. Note that (2) is a simplified model
of the interaction between the illuminant and the surface
that does not account for several geometry/surface effects.
In particular, the reflected light from a surface typically has
a specular component (similar to reflection by a mirror)
in addition to the diffuse component represented in (2).
Throughout this paper, it will be assumed that the spec-
ular component is excluded from the color-measurement
process. This assumption is normally valid for the measure-

ment geometries used in common color instrumentation. An
additional limitation of (2) is its inability to account for
fluorescence.

Note that the linear model of (1) and (2) (or any equiva-
lent model) is limited in several respects. While this model
usually explains the color matching of two spatially uniform
patches placed over a constant background, it does not take
into account several adaptation effects in the eye that are
inherently nonlinear [14, ch. 9]. As will be discussed in
Section II-D1, the simple linear model does not completely
explain even the matching of uniform patches of color under
different viewing conditions, let alone the color-matching
characteristics of complex scenes. An additional limitation
of the linear model, which will also be addressed in
Section II-D1, is that Euclidean distances in the tristimulus
spaces defined by the model are in poor agreement with
perceived color differences.

C. Illuminants and Color Temperature

The tristimulus color specification of a reflective object
is dependent on the viewing illuminant. The CIE has
defined several standard illuminants for use in colorimetry
of reflective objects. The relative irradiance spectra of a
number of these standard illuminants is shown in Fig. 2.
To represent different phases of daylight, a continuum of
daylight illuminants has been defined by the CIE [8], which
are uniquely specified in terms of theircorrelated color
temperature(CCT). Since the temperature of a black-body
radiator describes its complete spectral power distribution
and thereby its color, it is commonly referred to as the color
temperature of the black body. For an arbitrary illuminant,
the CCT is defined as the color temperature of the black-
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Fig. 2. CIE standard illuminants.

body radiator that is visually closest to the illuminant (in
color) [7]. The D65 and D50 illuminant spectra shown
in Fig. 2 are two daylight illuminants commonly used
in colorimetry, which have CCT’s of 6500 and 5000 K,
respectively. The CIE illuminant “A” represents a black-
body radiator at a temperature of 2856 K and closely
approximates the spectra of incandescent lamps. Sources
with lower CCT tend to be more red, while those with
higher temperatures are bluer. Illuminants with similar CCT
are assumed to be similar with regard to their color render-
ing of illuminated objects. This, however, is true only for
illuminants whose spectra closely resemble that of a black-
body radiator, and other spectra that have identical CCT
can have very different distributions and color-rendering
properties [15]. An example of the problem with the use
of CCT for specifying the color-rendering properties of
an illuminant is shown in Fig. 3, where two synthesized
illuminants are shown along with a reflectance spectrum
measured from a cyan print sample. Though the illuminants
have the same luminance and an identical CCT of 5000
K, the color difference for the reflectance sample under the
two illuminants is rather large, corresponding to 44.4
units. (For the definition of see Section II-D1.)

D. Psychophysical Aspects of Color

The simple model of (1) describes only a small part of the
complex color-perception process. In particular, the cone
responses cannot be directly related to the common color
attributes ofhue, saturation,and lightness/brightness.1 The

1The readers are referred to [7, pp. 487] and [16]–[18] for definitions
of hue, saturation, lightness, brightness, and other color-appearance ter-
minology. Common notions of these terms, however, will suffice for the
purposes of this paper.

outputs of the cones go through a process of nonlinear
transformation and mixing in the neural pathways lead-
ing from the eye to the brain. It is believed that this
process transforms the cone responses into an achromatic
channel carrying only information of lightness/brightness
and two opponent chromatic channels: one carrying a red-
green chromatic-difference signal and the other carrying
a yellow-blue chromatic-difference signal. Research has
indicated that the achromatic channel carries information
at a high spatial resolution and the chromatic channels
use significantly reduced resolution. This framework for
color vision is broadly accepted and is successful in qual-
itatively explaining a wide variety of observations from
psychophysical experiments. However, the exact nature of
the transformations involved is still the subject of active
research. The interested reader is referred to [10] and [14]
for recent descriptions and historical references. Several
semiempirical models that conform to the above framework
have been developed for use in color science and imaging.

1) Uniform Color Spaces and Color Appearance:One lim-
itation of the CIE XYZ space (and other tristimulus spaces)
is that it is perceptually nonuniform, i.e., equal differences
in CIE XYZ tristimulus values (as measured by the Eu-
clidean distance) do not correspond to equal perceived
differences in colors. Thus, the CIE XYZ space is primarily
useful for determining color matches and not the closeness
of colors that are not in exact match. Since a measure of
the perceived difference between colors is very useful in
many applications, considerable research has focused on
transforming tristimulus values into alternate color spaces
that are perceptually uniform. The CIE has defined two
uniform color spaces (UCS’s) for use in colorimetry, of
which the more commonly used is the CIELAB color space
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Fig. 3. CCT counterexample with two illuminants, with CCT= 5000 K and a spectral reflectance.

[8]. The CIELAB color space is based on a color vision
model [19] and transforms XYZ tristimulus values into an
achromatic lightness value and two chromatic values
and using the transformations

(3)

where are the tristimuli of the “white stimulus”
and

(4)

The chromatic channel is a red-green opponent channel
in that positive values for indicate redder colors and
negative values indicate greener colors, with the magnitude
indicating the strength of the redness/greenness. Similarly,

is a yellow-blue opponent color channel. Note that the
lightness value depends on only the luminance, and
this is a result of a deliberate decision made in choosing
the CIE XYZ CMF’s.

The Euclidean distance between two color stimuli in
CIELAB space is denoted by (delta - ), and a

value of around 2.3 corresponds to a just noticeable
difference [20]. The radial distance ( ) and
angular position ( ), in the plane, serve
as correlates of chroma and hue, respectively. Thus, a
transformation of CIELAB into cylindrical coordinates pro-
vides approximate lightness, chroma, and hue attributes.
This is extremely useful in applications that require color

data to be manipulated along these perceptual axes. In
addition, this transformation has been exploited in defin-
ing alternate (non-Euclidean) color-difference formulas in
CIELAB space that attempt to remedy the deviations from
uniformity in CIELAB. Most of these formulas decompose
the total CIELAB color difference into lightness, hue, and
chroma differences and introduce weighting factors for
these differences that are determined by the lightness, hue,
and chroma. The weighting factors are determined so as
to obtain better agreement of the modified color-difference
formula with experimental data. The most prominent and
successful among these difference formulas is the CMC(l:c)
distance function [21]. Recently [22], the CIE issued a new
recommendation for the computation of color differences in
CIELAB space that incorporates several of the robust and
attractive features of the CMC(l:c) distance function. Color
differences computed in accordance with this recommenda-
tion are referred to as color differences.

The human eye can sense color over a very large dynamic
range of light intensities. One of the remarkable aspects of
color vision is that the color of reflective objects is largely
unchanged over this vast range of light intensities and over
several different viewing illuminants. The termcolor con-
stancyis used to describe this phenomenon of object colors’
remaining invariant under changes in viewing illumination.
The adaptation of the color-sensing mechanism in the eye
in response to these changes is calledchromatic adaptation.
Obviously, this chromatic adaptation is not included in the
simple linear model of (1), which works only for a fixed set
of viewing conditions. Most models of chromatic adaptation
assume that it is achieved through independent adaptive
gain control on each of the three cones. This approach
was first proposed by Von Kries [23], who hypothesized
that the cone responses are scaled linearly so that the
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white stimulus produces the same response under different
viewing conditions. Mathematically, this is achieved by
applying a diagonal scaling matrix to the cone responses
and is referred to as a Von Kries transformation [7]. Note
that the white normalization of the XYZ tristimuli in the
transformation to CIELAB in (3) is motivated by the
same reason, though the transformation is not really a Von
Kries transform because the XYZ tristimuli are not cone
responses. As will be discussed in Section IV-E, a Von
Kries transform is often used in imaging applications to
account for the eye’s adaptation to changes in viewing
conditions.

Several researchers are investigating models for color
vision that incorporate adaptation and other psychophysical
effects and provide descriptors of color appearance that
are independent of the viewing conditions (as opposed
to simple CIE XYZ colorimetry). Thesecolor-appearance
models hold great promise in imaging applications that
require images to be rendered on different devices (such
as a CRT monitor and print) with different viewing con-
ditions. To obtain “identical appearing images,” the input
viewing conditions and the colorimetric specification of the
image under these viewing conditions are used in a color-
appearance model to obtain a color-appearance description
of the image. The color-appearance description, along with
the output viewing conditions, can then be used in the
inverse of the appearance model to obtain the colorimetry
(under the output viewing conditions) for an image that
appears identical to the input image. The reader is referred
to [24] for a survey and comparison of several of the current
color-appearance models.

2) Spatial Aspects:The CIELAB color space attempts to
account for the nonlinearities in the color-sensing process
for the comparison of relatively large uniform color regions
and does not account for any spatial interactions in the
eye. Since the eye acts as a spatial low-pass filter, which
can average over high spatial-frequency differences in
images, a point-by-point computation of color differences in
CIELAB color space is not appropriate for the comparison
of images. Though the eye exhibits low-pass characteristics
for both luminance2 and chrominance spatial information,
the bandwidth for the chrominance channels is much lower
than that of the luminance channels. This fact has been ex-
ploited in numerous applications, including color television
(TV), where the transmission bandwidth allocated to the
chrominance channels is significantly lower than that for
the luminance channel.

Several researchers have modeled the spatial properties of
the eye as a linear filter and studied the frequency response
of the eye for luminance and chrominance spatial patterns
[25], [26]. However, a complete model for human vision
that is perceptually uniform and incorporates the effects
of the spatial interactions is yet to be developed. Recent
attempts in this direction include the S-CIELAB model [27]
that builds on CIELAB by incorporating spatial low-pass

2Strictly speaking, the luminance response of the eye is believed to be
bandpass, but for all practical purposes, the low-frequency attenuation can
be ignored.

filters for the , , and channels. Similar approaches
based on slightly different transforms for luminance and
chrominance channels have also been proposed in [26],
[28], and [29]. While other models that are considerably
more sophisticated have been developed for luminance
information [30], [31], their extensions to color are yet to
be developed.

III. COLOR-IMAGE REPRODUCTION

AND RECORDING DEVICES

In the physical world, color images exist as spatially
varying spectral radiance or reflectance distributions. To
be processed digitally, these images need to be sampled
both spatially and spectrally. The issues involved in spatial
sampling and reconstruction of images have been discussed
at length in signal-processing literature and will not be
repeated here. The aspects of spectral sampling and color
recording for images will be discussed here. Common
color-reproduction devices, spectral characteristics of natu-
ral images and images from these reproduction devices, and
methods for recording these images are described briefly.

A. Image-Reproduction Systems

There are several systems that are commonly used for
the reproduction of color images. These systems can be
broadly classified into three types:additive, subtractive,
and hybrid. Additive color systems produce color through
the combination of differently colored lights, known as
primaries. The qualifier additive is used to signify the fact
that the final spectrum is the sum (or average) of the spectra
of the individual lights. Examples of additive color systems
include color cathode-ray tube (CRT) displays and projec-
tion video systems. Color in subtractive systems is produced
through a process of removing (subtracting) unwanted
spectral components from “white” light. Typically, such
systems produce color on transparent or reflective media,
which are illuminated by white light for viewing. Dye
sublimation printers, color photographic prints, and color
slides are representatives of the subtractive process. Hybrid
systems use a combination of additive and subtractive
processes to produce color. The main use of a hybrid system
is in color halftone printing, which is commonly used for
lithographic printing and in most desktop color printers.

Any practical output system is capable of producing only
a limited range of colors. The range of producible colors
on a device is referred to as itsgamut. Typical additive
systems use red, green, and blue primaries because they
offer the largest possible gamut, and for the same reason,
subtractive systems use cyan (C), magenta (M), and yellow
(Y) colorants. In addition, subtractive systems often use a
fourth black (K) colorant in addition to CMY to achieve
greater contrast, better reproduction of achromatic (gray)
colors, and lower cost through the replacement of the more
expensive CMY colorants with the K.

The gamut of a device can be represented by a three-
dimensional (3-D) solid in any color space such as CIE
XYZ/CIELAB. Since two-dimensional (2-D) representa-
tions are more convenient for display, it is common to
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Fig. 4. CIE xy chromaticity diagram showing locations of colors in chromaticity space.

utilize CIE chromaticity diagrams [7] for this purpose,
where the and chromaticity coordinates are

and , respectively. A graphical
representation of the CIE diagram showing the relative
locations of the different colors is displayed in Fig. 4. [32]
On the CIE chromaticity diagram, the gamut of an addi-
tive system appears as a convex polygon with the primaries
representing the vertices. For the usual case of three red,
green, and blue primaries, the gamut is a triangle on the CIE

chromaticity diagram. Since most subtractive and hybrid
systems are nonlinear, their gamuts have irregular shape and
are not characterized by such elegant geometric constructs.
The two-dimensional representation of the gamut on the
CIE diagram presents only an incomplete (and difficult
to interpret) picture because it does not represent the full 3-
D data. With the increase in computing speeds and advances
in computer graphics, visualization techniques are now
used to render 3-D views of the gamuts [33], [34]. The

ability to manipulate these views interactively is extremely
useful in understanding the capabilities and limitations of
the different color-output devices. Three different views
comparing the gamuts of a CRT monitor and the gamut of a
dye-sublimation contone color printer are shown in Fig. 5,
and identical views for an inkjet halftone color printer are
shown in Fig. 6. In both cases, the wire frames represent
the gamut of a CRT monitor and the solids represent the
gamuts of the printer. These views demonstrate that the
gamuts of these three output devices are fairly different with
several colors that can be produced on one device and not
on another. Overall, the gamut of the monitor is the largest,
followed by the gamut of the continuous-tone printer and
then by the inkjet halftone printer, which has a rather small
gamut in comparison to the other devices. As will be seen
in Section IV-D, this mismatch in the gamut between the
devices poses significant challenges in cross-media color
reproduction.
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(a)

(b)

(c)

Fig. 5. Comparison of a CRT monitor gamut (shown as a wire frame) and a continuous-tone
dye-sublimation printer gamut (shown as a solid) in CIELAB space. (a) Top view along theL

�

axis. (b) and (c) Perspective projections.

1) CRT Displays:The most widely used display device
for television and computer monitors is the color CRT. The
face of a CRT is coated with a mosaic of red, green, and
blue light emitting phosphors. The intensity of light emitted

at each phosphor site is controlled by electrons striking it
from an electron gun. Images are displayed by spatially
modulating the RGB electron guns in accordance with the
image signal. Since the mosaic is extremely fine, the eye
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(a)

(b)

(c)

Fig. 6. Comparison of a CRT monitor gamut (shown as a wire frame) and an inkjet printer gamut
(shown as a solid) in CIELAB space. (a) Top view along theL� axis. (b) and (c) Perspective
projections.

does not see the color of the individual phosphor sites but
only a spatial average of the light from the individual red,
green, and blue phosphors in a small region. The CRT is
thus an additive color system.

The light emitted by each phosphor has a constant
spectral composition independent of the driving voltages for
the electron guns, except for an intensity scale factor. The
scale factor is a nonlinear function of the driving voltage. A
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typical model for the radiant spectrum emitted by a CRT is

(5)

where is the emission spectrum of the red CRT
phosphor, is the voltage applied to its associated electron
gun, is the maximum voltage for the red gun, and

is the monitor-gammafor the red gun. The variables
corresponding to the green and blue electron guns are
defined similarly. The monitor-gamma is normally around
2.2 for most color monitors (for all three channels). Since
the above parametric model is only approximate, several
modifications of it have been used by researchers [35]–[38].

The CRT phosphors define a set of additive primaries.
If the CMF’s corresponding to these primaries are used in
color specification, they can be directly used to drive the
electron guns, provided the signals are precorrected for the
power-law nonlinearity mentioned above. Typically, this
is done in TV transmission. Since the operation involves
exponentiation to the power of , it is known asgamma
correction. A similar operation can also be done for digital-
image data to be displayed on a computer CRT display. The
quantization of gamma-corrected RGB tristimuli results in
wider quantization intervals at higher amplitudes where the
sensitivity of the eye is also lower. Therefore, just like
speech companding, gamma correction of color tristimuli
prior to quantization in a digital system (or transmission in
a limited bandwidth system) reduces the perceptibility of
errors and contours in comparison to a scheme in which no
gamma correction is used [39], [40].

2) Color Printers: Unlike CRT’s, which emit their
own light, color printers produce images on paper (or
transparency) for viewing under an external source of
light. Color printers can be classified into two types: 1)
continuous-tone(contone) printers and 2) halftone printers.
Both contone and halftone printers produce color images
by covering the paper with cyan, magenta, and yellow
colorants that absorb light (largely) in the red, green,
and blue spectral regions, respectively, and (commonly)
a black colorant that absorbs light uniformly over the
visible spectrum.

Contone printers are subtractive color devices. They use
different concentrations of the cyan, magenta, and yellow
colorants to control the absorption in the red, green, and
blue regions and thereby produce different colors. A simple
model of the subtractive process represents the spectrum of
reflected light from a contone print as [1], [41]

(6)

where is the viewing illuminant spectrum, is
the paper reflectance, are the concentrations of
the colorants (normalized with respect to the maximum),
and are their optical densities corresponding to
the maximum concentrations. The digital values used to
drive the printer determine the concentrations and
thereby produce different colors.

Ideally, if one had CMY colorants that absorbed light
in nonoverlapping regions of the spectrum and no black
colorant, the above system of equations could be simplified
and linearized. Actual physical colorants, however, have
significant “unwanted absorptions” resulting in significant
overlap. In addition, due to nonlinear interactions between
the colorants in the printing process, (6) is often useful only
as a qualitative model of the printing process. The same
model (without the black colorant) is also used to represent
both prints and slides from color photography.

Contone printers are rather sophisticated and expensive
devices. Halftone color printers offer a significantly less
expensive alternative with somewhat lower image quality.
These printers produce color images by placinghalftone
dots composed of the CMYK colorants on paper. The
colorants combine subtractively over the regions over which
they overlap, resulting in a mosaic of differently colored
regions on paper. Due to the low-pass nature of the eye’s
spatial response, the effective spectrum seen by the eye is
the average of the spectra over a small angular subtense.
Different colors are produced by varying the relative areas
of the CMYK halftone dots, and the concentrations of the
colorants within a dot are not varied. Since the overlapping
of colorant dots is subtractive and the averaging over the
spatial mosaic is additive, halftoning is a hybrid process.

A model for halftone printers was first suggested by
Neugebauer [42], who observed that the overlap of CMY
colorant halftone dots produces eight primary colors, which
are now known asNeugebauer primaries. These include the
paper (no ink), each of the three colorants (cyan, magenta,
and yellow), combinations of two colorants (red, green-
blue), and combinations of all three (black). Neugebauer
proposed that the tristimulus values of the print can be
expressed as the weighted average of the tristimuli of the
Neugebauer primaries with the weights equal to their frac-
tional area coverages. The model can readily be generalized
from the three-colorant case to the case of four or any
arbitrary number of colorants. Due to the penetration and
scattering of light in paper, known as theYule–Nielsen
effect (or alternately as the optical dot gain) [43], [44],
the simple Neugebauer model does not perform well in
practice. As a result, several empirical modifications have
been suggested for the model [45]. Recently, considerable
success has been demonstrated in using a spectral version
of the Neugebauer model with empirical corrections for the
Yule–Nielsen effect [46]–[48], in which the reflectance of
a CMYK halftone print is modeled as

(7)

where and are, respectively, the spectral re-
flectance and the fractional area of theth primary (there
are 16 primaries for a four-colorant (CMYK) system) and

is the empirical Yule–Nielsen correction factor.
Normally, the fractional areas are themselves related

to the fractional areas and covered by the
cyan, magenta, yellow, and black colorants, respectively.
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The relations determining the from and
depend on the method used to generate the halftone images.
Equations for these relations were first derived by Demichel
[49] by assuming independent random coverage for the
colorants. Rotated halftone screens [50] that approximate
this random independent coverage assumption are often
used for printing because they are robust to commonly oc-
curring registration (alignment) errors between the different
colorants’ images (separations). Alternate halftone screens
have different characteristics and consequently different
relationships between the fractional colorant coverages and
the primary areas [51], [52].

B. Image Characteristics

The spectral radiance or reflectance of an image carries
the most complete color information. Most color spectra
are fairly smooth, and a 10-nm wavelength sampling is
normally sufficient for representing these spectra [53].
The spectra of fluorescent gas-discharge lamps have sharp
spectral peaks and therefore require a higher sampling rate
or alternate model-based approaches [54]–[56]. A 10-nm
sampling of spectra in the 400–700-nm region provides

samples3 for each spectrum. Thus, color spectra
lie in a 31-dimensional vector space. Color spectra are
usually smooth, and therefore, they do not really exhibit
31 degrees of freedom. A principal-components analysis of
common reflectance spectra reveals that a large fraction of
the energy in these spectra is contained in a few principal
components [57]. Several researchers have investigated this
problem and have estimated that color-reflectance spectra
can be represented by using anywhere between four and 12
principal components depending on the accuracy desired
[58]–[61].

The spectral-reflectance characteristics discussed in the
last paragraph covered almost the entire range of naturally
occurring reflective objects.4 Since most color-reproduction
systems exploit trichromacy and have only three addi-
tive/subtractive primaries, their spectra often have even
fewer degrees of freedom. Thus, the spectra from a CRT
display lie in a 3-D space defined by the spectra of the
phosphor primaries. The same is true of all additive systems
that utilize three primaries. For subtractive and hybrid
systems, though, there are often only three primaries; they
are not confined to a 3-D space due to the nonlinearities in
the subtractive process. For hybrid systems, the Neugebauer
primaries may be viewed as additive primaries, but typi-
cally, the spectra of CMYK prints have fewer significant
principal components than the 16 primaries in (7).

3The 400–700-nm interval is chosen for illustration, and the exact
interval is not central to the argument here. Typical color-measurement
instruments report spectra over this or a larger wavelength region.

4The color spectra of some naturally occurring objects arise from
interference phenomena, which yield nonsmooth spectra that are not
represented well by the principal components approach. Examples of
such spectra are colors produced due to multiple film interference in
certain minerals and iridescent colors on some bird feathers and in shells
containing calcium carbonate [62, pp. 261, 267].

C. Computer-Generated Imagery

The last section focused on natural image scenes and
hard-copyprints of these images. In the areas of multimedia
applications, the computer is an alternate, rapidly growing
source of color images. Computer-generated scenes and
animations are now common in video games and movies
[63], [64]. These applications strive for realistic images and
therefore have to model the interactions between the lights
and the objects in the scene using both geometric optics and
colorimetry to produce proper color, shading, and texture
for the surfaces involved [65, ch. 14]. For these applications
to be successful in multimedia applications, it is necessary
that the color information be recorded in a form that permits
accurate rendering of the image on multiple output devices.
This is particularly relevant in recording on movie film,
which has entirely different characteristics from the CRT
[66].

Color can also be used to effectively encode information
for presentation and visualization. Bar graphs and pie charts
used in presentations are simple examples of the use of
colors to distinguish different regions. The capabilities of
color encoding are also exploited more fully in applications
that use color to represent quantitative differences in the
data meaningfully. Examples of such applications include
visualization of multispectral/stereo data usingpseudo-
color images and use of color to portray 3-D relationships
in multidimensional data bases. The proper use of color in
these and other multimedia applications greatly enhances
their effectiveness [65, p. 601], [67]. Usually, the color
images are designed for viewing on a CRT monitor and tend
to exploit the full capabilities of the monitor. When printing
these images, it is necessary to preserve their information
and effectiveness. This is often a significant challenge
because the printer gamuts are significantly smaller than
monitor gamuts. Some of these problems and attempted
solutions will be mentioned in Section IV-D.

D. Image-Recording Systems

Though the spectral radiance/reflectance carries the most
complete color information for an image, it is usually both
expensive and unnecessary to record this complete informa-
tion. Instead, typical color-recording devices employ only
three channels and exploit trichromacy of the eye or the
characteristics of the original image medium to obtain color
information.

Photography was the first widely available system for
recording color images. Color photographs and slides
are still one of the primary input sources for digital-
imaging systems. Color photography film contains three
light-sensitive emulsion layers that are exposed by the
red, green, and blue spectral components of the incoming
light. Through a process of development and printing,
color images are produced by using cyan, magenta, and
yellow colored dyes in accordance with the subtractive
principles discussed earlier. Due to inherent nonlinearities
and limitations in the chemical processes involved, exact
colorimetric reproduction is difficult in photography.
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In addition, due to the adaptation of the eye, exact
colorimetric matches are also not desirable. Therefore,
color photography normally attemptspreferred color
reproductioninstead of accurate colorimetry [68, p. 191].
Since the original scene is rarely available for side-by-side
comparison, this usually produces color images that are
acceptable.

In digital color cameras, the film is replaced by an ar-
ray of light-sensing charge-coupled-device (CCD) elements
placed in 2-D arrays. The analog output from the light-
sensing elements is quantized to obtain a digital image.
Different schemes may be used to achieve the spatial-
sampling and color-filtering operations concurrently. One
arrangement uses three CCD arrays with red, green, and
blue color filters, respectively. In such an arrangement,
precise mechanical and optical alignment is necessary to
maintain spatial correspondence between the images from
the different color channels. For economy and in order to
avoid the problems of registering multiple images, another
arrangement, commonly referred to as acolor filter array
(CFA), uses a color filter mosaic, which is overlaid on
the CCD array during the semiconductor processing steps.
Since the green region of the spectrum is perceptually more
significant, such mosaics are laid out so as to have green,
red, and blue recording pixels in the ratio 2 : 1 : 1 or3 : 1 : 1
[69], [70]. Image-restoration techniques are then used to
reconstruct the full images for each of the channels [71],
[72].

For recording color images that are available as prints,
slides, negatives, or transparencies, color scanners are used.
These devices operate on principles identical to those of the
digital cameras except that they include an illuminant for
use in the scanning process. The most common design uses
an array of three linear CCD sensors with red, green, and
blue color filters. The linear array covers one dimension
of the scanned image and is scanned across in the other
direction to obtain a complete image record. Since color
slides and negatives have a very high spatial resolution and
dynamic range in comparison with color prints, scanners
for scanning these media are designed with high spatial
sampling rates and large dynamic range. Also, these de-
vices are often designed not for direct colorimetry (see
Section III-D1) but for determining the densities of the
cyan, magenta, and yellow colorants in the original. Thus,
they employ color filters with narrow transmittance bands
centered around the absorptance peaks of the colorants. A
change in the colorants can therefore produce significant
changes in the device’s response, resulting in poor color
recording unless the device is recalibrated for the new
colorants. This is a significant problem since the colorants
from different manufacturers vary significantly.

Cameras for capturing video images record a number
of image frames per second. These are then displayed in
succession on the display device to reconstruct the tempo-
rally varying scene. As far as color recording goes, these
devices also typically employ three red, green, and blue
channels and are not very different from digital cameras.
Older designs use analog electronics that obtained the 2-D

image by scanning the image over a raster of scan lines. In
recordings for television, the raster lines are interlaced [73].
While this approach works fine for displaying video, usually
restoration schemes are required to obtain still images for
printing/display [74].

It is necessary to recognize that three channels are not
sufficient for rendition of a natural reflectance scene under
multiple viewing illuminants, and therefore additional chan-
nels should be used if modification of viewing conditions or
scene parameters is anticipated. Recently, researchers have
developed hyperspectral cameras that capture many image
channels [75]. Currently, these devices are experimental
and have been used in color-constancy research [76] and
in simulation of digital cameras [77].

1) Requirements for Accurate Color Recording:The color-
recording process in digital cameras, scanners, and video
cameras can be represented by very similar mathematical
models. In a manner analogous to (1), the output from
these devices in response to a radiant spectrumcan be
represented as , where is the vector of
measurements from the device, is the 3 matrix of
spectral sensitivities of the (usually three) device channels,
and is the measurement noise [1].

From this model, it can be readily inferred that in the
absence of noise, exact CIE XYZ tristimulus values can
be obtained from the data recorded by the device if there
exists a transformation that transforms the sensor response
matrix into the matrix of CIE XYZ color-matching
functions, [41]. For devices using three channels, this
reduces to the requirement that be a nonsingular linear
transformation of . This fact has been known for some
time and is referred to as the Luther–Ives condition [78],
[79]. Recent reiterations of this result can be found in [80]
and [81]. A device that satisfies (generalizations of) the
Luther–Ives condition will be said to becolorimetric.

Due to practical design constraints, the Luther–Ives con-
dition is rarely satisfied in practical devices. Besides, in
the presence of noise, the condition does not necessarily
imply optimality [82], and devices satisfying this condition
can provide colorimetric information only under a single
viewing illuminant. Consequently, several researchers have
proposed measures for evaluating the sensitivities of a
color-recording device. The first such measure was pro-
posed by Neugebauer [83]. For a single filter, Neugebauer’s
quality factor measures the degree to which it is a linear
transformation of the CMF’s. Vora and Trussell [6], [84]
extended the measure to an arbitrary number of device
channels and viewing illuminants. A more comprehensive
figure of merit that accounts for both the device noise
and the nonlinearities in the color-perception process was
proposed in [85]. This work also gave a unified framework
for all these measures and work by other researchers in
designing color filters that did not explicitly use a quality
measure [86], [87].

It may be emphasized here that for a rendition of the
recorded reflectance scene under multiple viewing illumi-
nants, more than three channels are usually necessary. A
simple generalization of the Luther–Ives condition would
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require 3 channels for different viewing illuminants.
In practice, however, between four and seven optimally
designed spectral channels provide sufficient accuracy for
common viewing illuminants [86], [88].

Note that in recording color images digitally, both the
spectrum and the spatial dimensions need to be “sam-
pled.” The different quality measures mentioned above
consider only the spectral sampling aspect of the above
problem. These are therefore suitable for evaluating the
color-recording fidelity for large patches of uniform color
and do not represent the complete performance for the
image-recording system. This is particularly true in CFA
camera devices, where the spatial and spectral sampling
are performed jointly.

E. Quantization and Coding

Color images recorded with the different input devices
described in the last section need to be quantized for digital
processing. Both scalar- and vector-quantization techniques
can be used in the quantization of color data. For simplicity,
most color devices do independent quantization of the
RGB channels with 8–12 bits per channel, with either
uniform quantizers or companded quantizers that perform a
gamma correction before the quantization. As mentioned
earlier, the gamma correction significantly reduces the
perceptibility of quantization errors, particularly in the
8-bit devices. For computer color displays based on a
frame-buffer architecture [89], often only 8, 12, or 16
bits of video memory are allocated to each pixel, thereby
allowing simultaneous display of only 2, 2 , or 2
colors, respectively. Vector-quantization techniques have
therefore been extensively used for displaying images on
these devices. A brief survey of some of these methods can
be found in [1].

With the proliferation of digital color imagery, the prob-
lem of coding color images for transmission and storage
has gained increased importance. It was recognized early on
that the highly correlated RGB spaces were not suitable for
independent coding [90]. Consequently, most of the meth-
ods transform the data into a luminance channel, and two
chrominance channels that are then coded independently. A
luminance chrominance space also allows coding schemes
to exploit the properties of human vision by allocating
significantly less bits to the high-frequency chrominance
components, which are perceptually less significant.

The most prevalent compression scheme at present is the
Joint Photographic Experts Group standard for still images
[91] and the Moving Picture Experts Group standard for
video data [92]. These standards are both based on the
discrete cosine transform [93]. While these standards do
not explicitly specify the color spaces to be used, in current
implementations, it is common to use the YCrCb space [94],
with the Cr and Cb components subsampled by a factor
of two along both spatial dimensions [95]. The YCrCb
color space is a luminance chrominance color space based
on gamma-corrected RGB that has been proposed for use
as a standard in high-definition TV. The Y component is
a luminance channel similar to , and the Cr and Cb

are opponent chrominance channels similar toand ,
respectively.

F. Device Color Spaces

The measurements from color-recording devices and the
control values for color-output devices are the color repre-
sentations of recorded images or the images to be repro-
duced, respectively. Hence, it is common to say that these
values represent colors in the device’s color space. Thus,
typically, there are RGB color spaces for scanners, cam-
eras, and other input devices, and there are CMY/CMYK
color spaces for color printers. Unlike the CIE and other
color spaces mentioned in Section II-A, most of these
color spaces are not standard and cannot be directly used
for the meaningful archival/communication of image data.
However, if these device spaces are related to the standard
color spaces in a clear, unambiguous way, these can also be
potentially used for the exchange of color information. An
advantage of such a scheme is that no transformations of the
image data are required for display if the data are specified
in the native color space of the device. Since a large
fraction of the images on the World Wide Web are primarily
targeted for display on CRT monitors that have very similar
characteristics, a new standard color space, sRGB, has
been proposed for use based on these characteristics [96].
The sRGB color space is basically a gamma-corrected
tristimulus space that uses the CRT phosphors as primaries
for determining the CMF’s. In addition, the sRGB standard
includes provisions for specifying the viewing conditions
(white-point chromaticities, image surround, flare, etc.).

IV. COLOR MANAGEMENT AND CALIBRATION

For proper color reproduction, the input and output
devices involved need to be calibrated. Historically, the
systems used for color reproduction were calibrated in
a closed-loop configuration. As shown in Fig. 7, in a
closed-loop configuration, the complete system is calibrated
from input through output. Thus, for color photography,
the film sensitivities, dye absorptances, and developmental
interactions were appropriately chosen so as to result in
acceptable reproduction. In offset printing, the scanner was
used to generate CMYK “separations” that were suitable for
generating halftone prints. With the increased use of digital
computers and the evolution of desktop printing, it became
obvious that such an approach has severe limitations. In
particular, as the number of devices increases, calibrations
for each input-output device pair are difficult to construct
and maintain. In addition, since the calibrated data in a
closed-loop calibration scheme is specific to one output
device, it is not suitable for archival or exchange with
devices outside the system.

With the growth of networking and increased exchange of
color-image data between geographically divided systems,
it was recognized that several of these problems can be
solved by calibrating each device to a standard device-
independent (DVI) color space, which can then be used
for the exchange of data between different devices and for
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Fig. 7. Closed-loop system calibration.

Fig. 8. Device-independent color calibration.

archival. As shown in Fig. 8, in these systems, the data
from an input device are converted to a device-independent
color space and then transformed into the device space of
the target device for reproduction.

To enable proper management of color, several compo-
nents are required. Color-measurement instrumentation is
necessary for calibrating input and output systems. Standard
formats for the storage and communication of these device
calibrations are required so that different applications can
make use of the calibrations. Also necessary are sys-

tems and algorithms that use the calibrations effectively to
achieve desired results. These components are the subject
of the remainder of this section.

A. Color-Measurement Instrumentation

A number of devices are available for the measurement
of color. The correct instrument for a particular applica-
tion depends on several factors, including the cost of the
instrument, the accuracy desired, the variety of viewing
conditions for which a calibration is desired, and the
number and type of devices that need to be calibrated.

1) Spectroradiometers:A spectroradiometeris a device
that measures the power of optical radiation as a function
of wavelength. The measured spectrum provides the most
complete description of color from which color descriptors
in different color spaces can readily be computed. Most
spectroradiometers contain an optical grating and a linear
CCD array. Typical devices used for colorimetric work
report data from about 380 to 780 nm at increments ranging
from 2 to 10 nm. For most color work (including that using
fluorescent lamps as sources), 2-nm sampling is sufficient
[53]. Spectroradiometers can be used to measure both self-
luminous and reflective objects. For the measurement of
reflectance spectra, a spectrally smooth (preferably white)
light source and a spectrally referenced sample (preferably
white) are required. A comparison measurement between
the known sample and the sample under question is made
under identical conditions, allowing the determination of
the unknown sample’s reflectance spectrum, from which
the color descriptor under any viewing illuminant can be
obtained. Normally, the exact spectrum of the illuminant
used with the spectroradiometer in the reflectance measure-
ment is immaterial, provided it has sufficient power over the
spectral range of interest. However, for the measurement of
fluorescent materials, the power in the ultraviolet regions is
also important, and the illuminant must closely approximate
the desired standard illuminant under which colors are to
be computed [97].

While spectroradiometers can measure both luminous and
nonluminous objects, they are expensive, larger and less
portable than the other instruments, and generally more
difficult to operate due to their multiple operating modes.
In particular, it can be difficult to set up a spectroradiome-
ter for measuring reflectance samples under controlled
conditions. There are automated systems for performing
measurements on multiple samples using an- stage and
a single light source.

2) Spectrophotometers:A spectrophotometeris a device
for measuring the spectral reflectance of an object. Unlike
a spectroradiometer, a spectrophotometer does not measure
self-luminous objects. Therefore, spectrophotometers are
useful for the calibration of printers and scanners but not of
CRT displays. Spectrophotometers have their own internal
light source, which illuminates the sample under measure-
ment. There are many geometries for the sensor/illuminant
combination, and each may be optimal for different applica-
tions. For publishing applications, the sensor and illuminant
in the device are often set up for a 45/0 condition,
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Fig. 9. 45�/0� measurement geometry.

as shown in Fig. 9. There are devices that illuminate the
sample diffusely and measure off axis, allowing an option
to include or exclude the specular component from the
sample. Some devices contain an optical grating; others
contain a filter wheel; and yet others use spectrally different
light sources to illuminate the sample. Most devices report
data from about 380 to 730 nm in 10–20-nm increments.
Since reflectances of natural objects are smooth functions
of wavelength and have low dimensionality, as discussed
in Section III-B, these sampling rates are almost always
sufficient [53].

Spectrophotometers measure reflectance as the ratio of
two (uncalibrated) spectroradiometric measurements [1],
[97] using the same principle that was described in the last
section. They therefore come with a standard sample reflec-
tor, which is used to periodically recalibrate the instrument.
Modern spectrophotometers are handheld, self-contained,
and easy to operate. Some include automated stages for
measuring multiple samples on a page. A disadvantage of
most spectrophotometers is their cost, which, while less
than that of a spectroradiometer, can often be prohibitive.
The devices are also fragile, especially those with optical
gratings or filter wheels.

3) Colorimeters and Photometers:As suggested by its
name, acolorimetermeasures color tristimuli and reports
these as color values in CIE XYZ, CIELAB, or related
color spaces. Some colorimeters have an internal light
source for the measurement of color of reflective objects,
while others measure only self-luminous or externally
illuminated objects. For some devices, tristimulus values for
the sample under a few different illuminants are available.
Most colorimeters are small handheld devices with no
moving parts, and they achieve their spectral separation by
way of color filters or with spectrally different light sources.
Colorimeters are less expensive than spectrophotometers
and spectroradiometers, but they do not provide the detailed
spectral information that allows the calibration of a printer
for an arbitrary viewing illuminant. Those that measure
self-luminous sources are used in the calibration of CRT’s.
Photometersare single-channel devices that provide a
measurement of the luminance of a self-luminous or
externally illuminated object. They are inexpensive and

find use primarily in the calibration of CRT’s when the
chromaticity of the CRT phosphors is known.

B. Calibration and Profiles

Calibration of a color-imaging device relates its in-
put/output to DVI color values. For an input device, calibra-
tion provides a mapping from device-measurement values
(e.g., scanner RGB) to DVI color descriptors (e.g., CIE
XYZ, CIELAB, etc.). For an output device, the calibration
process yields a mapping from DVI color descriptors to
device control values (e.g., CMYK, monitor RGB), which
produce those color descriptors.

1) Input-Device Calibration:To calibrate a scanner, the
first step is to select a collection of color patches that span
the gamut of interest. Ideally, these colors should not be
metamericfor the scanner or the eye (under the illuminant
for which the calibration is being produced). Metamerism
is defined as the property in which different spectra map
to the same values under a set of sensitivity functions.
These patches are measured using a color-measurement
instrument, such as a spectrophotometer or a colorimeter,
which will provide the DVI color values , where

denotes the number of patches. Any of the (DVI) color
spaces such as CIE XYZ, CIELAB, etc. can be used for this
purpose. The use of CIELAB is common since this space
includes information on the viewing illuminant in the white
point. The patches are also measured with the scanner to
obtain the scanner measurements .

To determine the CIE values for an arbitrary measured
patch, the collected data are used to construct an interpo-
lating function, which maps from the space of scanner-
measurement values to the chosen DVI color space. This
function, , can then be used to relate any of the
scanner RGB values to colorimetric XYZ values or LAB
values, i.e., . Normally, a parametric form
is chosen for , and the parameters are determined
through regression. Several different schemes have been
used for this purpose, ranging from straightforward linear
and polynomial regression to neural networks [98, ch.
11]. Usually, is complicated and computationally
expensive. For this reason, usually is used to produce
a finely sampled lookup table (LUT) from which at
arbitrary points is obtained by using simple interpolation
schemes [98, ch. 4].

Calibration for digital cameras and video cameras is
usually done in a similar fashion by using a target of
patches with known reflectances or color values. Since the
eye is very sensitive to deviations from the neutral (achro-
matic) colors, sometimes an additional one-dimensional
(1-D) transform is included on each of the RGB channels so
that the line corresponds to neutral colors. This
procedure is commonly referred to asgray/white balancing.

2) Output-Device Calibration:For calibrating an output
device, a transformation from DVI color values to the space
of device control values is required. This requires a two-
step procedure. In the first step, the printer characterization,
which determines the forward transformation from printer
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control values to DVI color values, is determined. Then, this
forward transform is used in the next step to determine the
inverse mapping from DVI color values to device control
values.

Since CRT monitors are represented well by the para-
metric models described in Section III-A1, the forward
characterization of these devices is usually done by deter-
mining the model parameters from a few measurements. It
can also be readily seen that due to their additive nature, the
inverse transformation from CIE XYZ (or other tristimulus)
values to the CRT control voltages can be computed by
means of a simple matrix transformation followed by a 1-D
transform for the gamma correction. This scheme is used
in all cases, except those requiring the highest accuracy,
for which LUT-based schemes may be used and additional
corrections may be made for the surface reflection (flare)
from the monitor screen. In addition, it may be necessary
to correct for the significant spatial nonuniformity over the
CRT screen [1], [99].

For the forward characterization of printers, commonly
an empirical scheme similar to that described for scanner
calibration is used. By selecting a set of printer control
values covering the range of allowable control
values, measuring the corresponding DVI color values

, and using some interpolation scheme, the forward
mapping from control values to DVI color values
is determined. For halftone printers, alternately, the Neuge-
bauer models mentioned in Section III-A2 have also been
used. Since even the models are nonlinear and not readily
invertible, for the inverse mapping , invariably an
interpolating function is used to get a finely sampled LUT.
Due to the four degrees of freedom in the control values
of CMYK printers, there exist multiple control values that
result in the same printed color. Since this poses a challenge
in obtaining a smooth inverse mapping, often the inverse
determines the amounts of three virtual CMY colorants,
from which the CMYK control values are obtained by
some functional relation. This process is viewed as the
incorporation of black ink and removal of underlying CMY
inks and is commonly referred to asundercolor removal
(UCR). Typically, the UCR mapping from the virtual CMY
values to actual CMYK control values is designed so as
to render achromatic colors better, reduce total colorant
amounts (for faster drying/better adhesion to paper), and
(in some cases) reduce the use of the expensive CMY
colorants.

3) Device Profiles:To make the calibration transforma-
tions available to different applications that wish to use
them, the calibration transformation for each device is
stored in a device profile. In the early days of color
management, different manufacturers used their own pro-
prietary formats for the storage of these profiles, which
were therefore useful only for applications from the same
manufacturer. To realize the full benefits from the DVI
calibration of devices, the desktop-publishing industry is
increasingly moving toward open systems. A standard
format for the storage of device profiles has been de-
fined and is being widely adopted [100]. This International

Color Consortium profile format specifies a wide variety
of input and output device profiles suitable for efficiently
representing the color-calibration information. The use of
a standardized format allows the profiles to be used by
different applications from different manufacturers.

C. Color-Management Systems (CMS’s)

A CMS is responsible for interpreting the device profiles
and performing the appropriate transformations to/from the
DVI space. The goal of a CMS is to provide predictable
and consistent color without requiring specialized skills
from the user. Thus CMS’s tie together device profiles
with color-matching modulesthat use these device profiles
to transform device-dependent image data to DVI color
spaces or to the device color spaces of target output devices
on which the images are to be displayed. In addition, the
CMS provides the user with flexibility to choose different
rendering intentsfor different images. Thus, for instance, in
reproducing a company logo, a perfect colorimetric match
is usually desired; in producing bar graphs and pie charts
for presentation, it is desirable that the colors be highly
saturated for maximal impact; and in reproducing pictorial
images, it is desirable that the closest perceptual match be
obtained (which will depend on viewing conditions). Color-
management functions can be performed at several different
phases of the imaging process: in the devices (e.g., Adobe
Postscript level 2 for printers), in device drivers (e.g., Canon
Colorgear), in applications (e.g., Adobe Photoshop), or in
the operating system (e.g., Apple’s ColorSync). The notion
of embedding color management in the operating system
has the potential of making the process transparent to
the end user and is therefore gaining acceptance rapidly,
with several vendors of operating systems for desktop
and workstation computers incorporating CMS’s into their
products.

Ideally, with color management, one could accurately
transfer color information from one medium (e.g., CRT)
to another (e.g., print). Unfortunately, this is an extremely
difficult task due to two reasons: 1) there are significant dif-
ferences in gamuts of different devices (this was mentioned
and demonstrated in Section III-A) and 2) the difference in
typical viewing conditions for different media implies that
a simple colorimetric match does not give an appearance
match. There is therefore significant interest ingamut-
mapping algorithms that map the colors in an image to
suitable colors that can be reproduced on the target device.
Methods that model the adaptations of the eye and allow the
computation of appearance-matched images under different
viewing conditions are also an active area of research.

D. Gamut Mapping

Gamut mapping is the process of mapping the displayable
colors from one media to those of another media. As
defined earlier, the ideal goal for color matching depends
on the type of the image and the intent of the user. The
problem is probably most acute for pictorial images for
which ideally one would like to map the colors so as
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to obtain the best possible appearance match between the
images on the different media [101], [102]. The strategy
for gamut mapping could be either image dependent or im-
age independent. Since image-dependent methods can use
different strategies for different images, they often produce
better results. However, they are also significantly slower
than image-independent techniques because they require a
fresh computation for each image, and are therefore seldom
used in automatic gamut-mapping schemes. Several color
applications, however, indicate out-of-gamut colors in an
image via a key color or a flashing highlight (on a CRT).
This allows the user to perform a transformation such
that these colors are mapped to his satisfaction. Such an
approach, however, requires considerable operator skill in
order to obtain satisfactory results.

The simplest technique of gamut mapping (particularly
for CRT monitors) is clipping in the space of device
control values. Since the space of control values is not
a UCS, clipping of control values does not yield the
closest printable color (as perceived by an observer). To
remedy this problem, a simple extension would be to
map out-of-gamut colors to the nearest in-gamut color
in a UCS. While this approach offers significantly better
results than the device space clipping [103], it can often
result in unacceptable hue shifts that are perceptually very
objectionable. An additional limitation of this and the
clipping approach is that smoothly varying regions beyond
the device gamut can potentially be mapped to a single
color, creating undesirable abrupt edges in the previously
smooth regions and causing loss of significant information
(such as shape from shading).

Another approach used for gamut mapping is a gamut-
compression algorithm, which compresses all the colors
in the image in a manner that reduces the colorimetric
dynamic range in the image while ensuring that the colors
can be reproduced. For example, one could move all the
colors in the image toward one point, such as a midgray,
until all the colors in the image are within the device
gamut. Unlike the clipping approach, this method will
retain some of the variation in smoothly varying image
regions that are beyond the device gamut. In addition to
UCS’s, notions of hue, chroma, and saturation/value are
extremely useful in gamut-mapping research since these
can be directly related to viewers’ objections to artifacts
produced by gamut-mapping algorithms and can be used
in appropriately choosing the clipping and compression.
In Section II-D1, it was pointed out that in addition to
being a UCS, the CIELAB space allows the computation
of correlates of lightness, hue, and chroma. As a result,
CIELAB has been used extensively in gamut-mapping
research. A recent comparison of a number of clipping- and
compression-based gamut-mapping schemes in CIELAB
space can be found in [104], [105].

The transformations to and from the perceptual spaces are
usually nonlinear, and speed is often an issue [106]. For this
reason, some CMS’s may use a high-resolution LUT along
with a linear interpolator to perform the transformation.
Performing multiple transforms on the data can result

in a loss of fidelity and introduce visually noticeable
errors due to the accumulation of errors associated with
finite precision arithmetic. Some CMS’s can cache input
and output transformations, concatenate these, and perform
these in a single operation when the final image is desired.
This not only saves time but also improves accuracy.

E. Appearance Matching

Section II-D briefly discussed the adaptation in the eye in
response to changes in viewing conditions. Since different
color-reproduction media have different viewing condi-
tions, in reproducing images across these different media,
an appearance match instead of a pure colorimetric match
is usually desired. The simplest instance of appearance
matching is the white-point matching method based on
the Von Kries transformation, as mentioned in Section II-
D1. This transformation converts tristimuli into a space of
cone responses and applies a diagonal correction matrix
that equates the white points under the two viewing con-
ditions [7, p. 432]. White-point matching is often used in
color-imaging applications, and there is support for it in
several color-management applications and packages, such
as Postscript.

In addition to white-point adaptation, there are several
well-characterized psychophysical effects that change with
changes in viewing conditions. In particular, it is well
documented that the apparent contrast (perceived intensity
gradient) of an image decreases in a dark surround in
comparison to a bright surround [68, pp. 49–57]. Often, this
change in contrast is modeled by relating the luminance to
the perceived lightness as a power-law relation, similar to
that for CIELAB in (3), with the exponent’s increasing as
the surround gets brighter [68, pp. 56–57], [107]. Thus,
“gamma correction” has also been used extensively to
compensate for these effects, in addition to correction for
monitor nonlinearity.

There has been considerable research in defining color-
appearance models that account for chromatic adaptation,
influence of surround, and other psychophysical phenomena
that affect the perception of images [24]. Comparative
results of several different color-appearance models in
imaging applications can be found in [24] and [108]. These
models hold tremendous potential for use in cross-media
color reproduction. The CIE is involved in an ongoing
attempt to define a standard appearance model for use
in imaging applications. An interim version of the model
is available [109], which is expected to be subsequently
refined.

V. ILLUSTRATIVE EXAMPLE

This paper has reviewed the background of color sci-
ence and color terminology, discussed the instrumentation,
and discussed how to communicate color among various
devices. Let us consider how to put all of these things
together in an illustrative application. Rather than review in
detail published applications that demonstrate a few parts
of the color process, a fictitious but plausible application is
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described that uses most of the concepts and tools discussed
in the previous sections.

In both animation and simulation, the problem of chang-
ing lighting conditions arises. In the case of animation, the
user specifies the lighting conditions and surface properties
of the objects. The process that is addressed here is creating
a new image from an original and reproducing it accurately
on a different medium. We will assume a case with a single
light source.

Since a single illumination is used, the radiant spectrum
of every object can be represented by the model used in
(2). It is not required that every object be represented by a
31-dimensional vector since, as mentioned previously, most
reflective objects in the real world have many fewer degrees
of freedom. To obtain accurate color under multiple illumi-
nants, however, more than three dimensions are required.
In any case, all of the vector equations and principles
discussed earlier hold, regardless of dimensionality. The
change in color for each pixel can be computed directly
from the vector that describes the pixel without auxiliary
computation, which requires geometrical considerations. In
this case, the new color is given by

(8)

where is the vector representing the reflective spectra of
the pixel, represents the new illumination [see (2)],
is the CMF, and is the vector of new tristimulus values.

Let us assume that an image or sequence of images has
been created that correspond to midday illumination. It is
desired to render the scene as it would appear in the late
afternoon. The data that describe the image, not the objects
in the image, are the tristimulus values of each pixel. As
is common, let us use CIELAB. Since the CIELAB values
depend on a normalizing white point, this point must be
specified for a complete definition of the image. In this
case, the white point would correspond to the midday
(approximately D6500) spectra of the assumed illuminant.

The image was designed using a computer and thus
viewed on a CRT monitor. To use the monitor for eval-
uation, the monitor must be calibrated using the methods
described in Section IV-B2. The image-lab values, along
with the white point, are converted to monitor RGB values
using the calibration. The transformation from lab to RGB
may also require gamut mapping. The designer who created
the original image should take into account the gamut of
the devices that will be used. It is prudent to avoid out-
of-gamut colors as much as possible. The designer would
probably alter the colors, i.e., reflectances, of the objects to
obtain the best visual effect.

The change of illuminant to late afternoon (approximately
D2000) results in new lab values and a new white point.
Recall that the white point is used as a compensation for the
adaptive ability of the eye. An example of this adaptation
is that white objects will appear white to the viewer under
a wide range of illumination. Thus, despite the fact that
the reflected spectrum from a white object in the afternoon
would have a much higher red component than at midday,
it will still appear white. However, the relative colors of

other objects may shift. The tristimulus values can be
computed via (8). However, note that to view the image
correctly, the white point of the monitor should be changed
to correspond to the new viewing conditions. To obtain
the most accurate color transformation, more than three
color bands of reflectance should be used to describe the
reflectance of the pixel. If the color transformation is done
from the three lab values, some error is inevitable. This
error can be minimized by using a statistical description of
the spectra of the objects in the image [110].

The designer is happy with the appearance of the image
on the monitor. Now it is desired to print the image on film
for display. Again, the process of color communication is
started. The film will be projected so that the white point
of the display is fixed by the lamp and screen combination.
The pixel values are now transformed to exposure values,
which control the density of the dyes on the film. Again,
gamut mapping must be done. Since this is the final display
for the design procedure, this is the gamut that should
control the entire process.

VI. SUMMARY

To use color in multimedia applications effectively, one
needs to understand color from a perspective that goes
beyond the simple RGB “color space” model often used
in computer applications. This paper aims at explaining
the issues involved in using calibrated and accurate color
for multimedia applications. The basics of color science,
management, and calibration are explained along with the
challenges involved in reproducing images on a multiplicity
of output devices. The use of the concepts is demonstrated
through an illustrative example.
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