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Color Device Calibration:
A Mathematical Formulation

Michael J. Vrhel,Member, IEEEand H. Joel Trussell,Fellow, IEEE

Abstract—The mathematical formulation of calibrating color
image reproduction and recording devices is presented. This
formulation provides a foundation for future research in areas
of characterization of devices and display of color images. The
importance of calibration is demonstrated by real examples. The
procedure outlined in this paper should become standard for
displaying color images for the image processing community.

Index Terms—Color, color calibration, color imaging, color
reproduction, colorimetry, printing, scanning.

I. INTRODUCTION

W ITH THE advent of low-cost color printers and scan-
ners, there has been increased interest in the image

processing community to apply and develop techniques for
enhancing, restoring, and reproducing color images [1]. The
demonstration of the performance of methods for color image
processing has presented a problem due to a variety of reasons.
These reasons include an inability to control the final printing
process, misunderstandings with regard to color spaces and
what RGB really means, and improper or poorly managed
scanning to name a few. Problems can be clearly seen in
comparing the various “unprocessed” color images of Lena
in [1] (a recent special issue on color imaging) with the actual
original Lena image. Since the original is not available to most
readers, a simulated comparison is shown in Fig. 3, where
the commonly used Lena image is (a), which closely matches
those shown in [1], and the processed image is (b), which
closely matches the original Lena image. The methods used
to generate this comparison are the basis of this paper. This
example demonstrates the need for a standard image, defined
in terms of CIE values, with which to demonstrate color image
processing algorithms, in addition to standards for displaying
and porting processed images.

In this paper, we explore the problems of achieving control
over the color reproduction process. We describe mathemat-
ically the process of performing calibrations for scanners,
printers etc. This mathematical formulation and its clear and
accurate descriptions lay a foundation for future research in
this area. In addition, we show how to calibrate a scanner and
a printer. This is a necessary process for those in the image

Manuscript received May 22, 1998; revised March 23, 1999. The associate
editor coordinating the review of this manuscript and approving it for
publication was Prof. Brian Funt.

M. J. Vrhel is with Color Savvy Systems Limited, Springboro, OH 45066
USA (e-mail: mvrhel@colorsavvy.com).

H. Joel Trussell is with the Department of Electrical and Computer
Engineering, North Carolina State University, Raleigh, NC 27695-7911 USA.

Publisher Item Identifier S 1057-7149(99)09357-4.

processing community who wish to present results in the area
of color image processing.

The paper is organized as follows: in Section II we re-
view notation and color fundamentals. In Sections III–V,
we describe the calibration problem for CRT’s, scanners,
and printers, respectively. In Section VI, we discuss the
problem of gamut mapping. In Section VII, we describe the
problem of illumination correction followed by the problem
of digital camera calibration in Section VIII. Section IX
discusses implementation, Section X presents examples, and
finally conclusions are given in Section XI.

II. BACKGROUND

A. Mathematical Notation

We will use a vector space notation for color systems which
has proven to be well suited for solving difficult problems
in color reproduction [2]–[5]. In the vector notation, the
visible spectrum is mathematically uniformly sampled at
wavelengths from about 400 nm to 700 nm [the spectral
sensitivity range of the human visual system (HVS)]. An
illuminant spectrum is represented by an element
vector and the spectral reflectance of an object is represented
by an element vector

The radiant spectrum reflected from the object with spectral
reflectance under the illuminant can be expressed as

where is an diagonal matrix whose diagonal
elements are the elements of the vectorThe columns of the

3 matrix contain the sampled CIE XYZ color matching
functions and the CIE XYZ value of the spectrum is given
by

B. Color Spaces

A device independent color spaceis defined as any space
that has a one-to-one mapping onto the CIE XYZ color space.
Device independent values describe color for the standard CIE
observer. Examples of CIE device independent color spaces
include XYZ, Lab, Luv, and Yxy.

By definition, adevice dependent color spacecannot have
a one-to-one mapping onto the CIE XYZ color space. In the
case of a recording device (e.g., scanners, digital cameras),
the device dependent values describe the response of that
particular device to color. For a reproduction device (e.g.,
printers), the device dependent values describe only those
colors the device can produce. Thus, for the printer there
may exist a one-to-one mapping into the CIE space but not
onto it. Note however that for CMYK (four-color) printers,
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the mappings between in-gamut colors (defined in Section II-
C) and the device dependent values are not one-to-one. The
CMYK printer can place different ink concentrations on the
paper, giving different reflectance spectra, which look the same
visually. This effect is defined asmetamerism.

The use of device dependent descriptions of color presents
a problem in the world of networked computers and printers.
The same RGB vector can result in different colors on different
monitors. Similarly, a specified CMYK value can result in
different colors on different printers. Transferring images
colorimetrically between multiple monitors and printers with
device dependent descriptions is difficult since the user must
know the characteristics of the device for which the original
image is defined, in addition to the device on which the image
is displayed.

An easier method is to define images in terms of a CIE
color space and then transform this data to device dependent
descriptors for the device on which the image is to be
reproduced. The advantage of this approach is that the same
image data is easily ported to a variety of devices and there
is no need to know the original source of the image. To
achieve this ideal situation, it is necessary to determine a
function which will provide a mapping from device
dependent control values to a CIE color space. If the device
is a colorimetric scanner (defined in Section IV), then
is sufficient to provide a calibrated device. In the case of a
printer, it is necessary to determine a transformation
(which may or may not exist). Finally, for a monitor, the
transformations and are both needed since the
monitor is used as both a source of image data (e.g., creation
of graphics images which are subsequently printed), and as a
display device for viewing scanned images.

In the end, the performance of such a methodology is only
as good as the relationship of the CIE color space to actual
human visual perception. Experiments are still carried out
studying perceptual differences and observer variability [6].
Note that as improvements to the CIE color space are made,
the mathematics described in this paper will remain valid and
just as useful.

C. Device Gamut

Modern printers and display devices are limited in the colors
they can produce. This limited set of colors is defined as the
gamutof the device. If is the range of numerical values
in the selected CIE color space and is the numerical
range of the device control values, then the set

(1)

defines the gamut of the color output device. Similarly, the
complement set

(2)

defines colors outside the device gamut. For colors in the
gamut, there will exist a mapping between the device de-
pendent control values and the CIE XYZ color space. Colors
which are in cannot be reproduced and must begamut-
mappedto a color which is within The gamut mapping

algorithm is a mapping from to that is

D. Profiles

A device profileis defined by the mappings
and These mappings describe the transformation between a
CIE color space and the device control values. As mentioned
previously, certain devices such as scanners and digital cam-
eras need only have to achieve calibration. In this
case, the device profile is defined by that single mapping.
The International Color Commission (ICC) has suggested
a standard format for describing a profile. This standard
profile can be based on a physically-based mathematical model
(common for monitors) or a look-up-table (LUT) (common for
printers and scanners) [7], [8].

E. Illumination

Typically a device profile is determined for a particular
viewing illumination. The viewing illumination is of impor-
tance due to the metamerism effect discussed earlier. The
importance of illumination is best illustrated by an example.

Consider a printed image that was created via a web offset
process. It is desired to print a visual match to this image using
a dye sublimation printing process. Let the CIE XYZ value of
pixel in the offset image to be given by

(3)

when the image is under the illuminant
If the dye-sub printer is successfully calibrated, then ignor-

ing gamut mismatches (cf. Section VI)

(4)

and

(5)

Note that need not (and rarely will) equal For this
reason, the images may no longer match when viewed under
an illumination that is different than As mentioned
previously, this effect is defined as metamerism.

To obtain colorimetric matching under multiple illuminants,
it is necessary to perform calibration on the spectral level
(i.e. which is virtually impossible due to the
limited freedom in the printing process (i.e. there are typically
only three or four overlayed colorants). High fidelity printing
processes that use more than four colorants usually use the
additional colorants to increase the size of the gamut rather
than attempting to create spectral matches.

Instead of determining a profile for every viewing illumi-
nation, it is possible to determine mappings to correct for
changes in illumination. The motivation for doing this is that
these illumination mappings may be simpler and easier to
determine than the highly nonlinear LUT mappings of the
device profile. This problem will be discussed after addressing
the problems of determining device profiles (cf. Section VII).
For the remainder of the paper, the viewing illuminant will
be denoted by
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III. CRTs

A monitor is often used to provide softcopy preview for the
printing process. In addition, the monitor is now a common
source for user generated images. Monitor calibration is almost
always based on a physical model of the device [9]–[12]. A
typical model is

(6)

where is the CIE value produced by driving the monitor
with control value and the parameters

and are defined in the
profile.

Creating a profile for a monitor involves the determination
of these parameters where are the maximum
values of the control values (e.g., 255). To determine the
parameters, a series of color patches is displayed on the CRT
and measured with a colorimeter which will provide pairs of
CIE values and control values

Values for and are determined such
that the elements of are linear with respect to the
elements of and scaled between the range [0,1] (cf.
(6)) [12]. The matrix is then determined from the tristim-
ulus values of the CRT phosphors at maximum luminance.
Specifically, the mapping is given by

(7)

where is the CIE XYZ tristimulus
value of the red phosphor for control value
The green and blue phosphors are similarly defined. In prac-
tice, the CIE XYZ values of the phosphors are mapped to
account for perceptual effects and a viewing illumination (cf.
Section IX-B).

This standard model is often used to provide an approxi-
mation to the mapping Problems such as
spatial variation of the screen or electron gun dependence are
typically ignored. A LUT can also be used for the monitor
profile in a manner similar to that described below for the
scanner calibration.

IV. SCANNERS

Mathematically, the recording process of a scanner can be
expressed as

(8)

where the matrix contains the spectral sensitivity (including
the scanner illuminant) of the three (or more) bands of the
device, is the spectral reflectance at spatial point models
any nonlinearities in the scanner (invertible in the range of

interest), and is the vector of recorded values. Noise can
be treated as in [13], but is not central to the presentation of
this paper.

We definecolorimetric scanningas the process of scanning
or recording an image such that the CIE values of the image
can be recovered from the recorded data. This means that
image reflectances which appear different to a standard ob-
server will be recorded as different device dependent values.
Mathematically, this implies

(9)

for all where is the set of physically
realizable reflectance spectra. In other words, a colorimetric
scanner would “see” the image just as a standard observer
under illuminant

Given such a scanner, the calibration problem is to de-
termine the continuous mapping which will transform
the recorded values to a CIE color space. In other words,
determine the function such that

(10)

for all
Unfortunately, most scanners and especially desktop scan-

ners are not colorimetric, hence the transformation does
not exist. This is caused by physical limitations on the scanner
illuminants and filters which prevent them from being within
a linear transformation of the CIE color matching functions.
Work related to designing optimal approximations is found in
[14]–[17].

For the noncolorimetric scanner, there will exist spectral
reflectances that look different to the standard human observer
but when scanned produce the same recorded values. These
colors are defined as being metameric to the scanner. Likewise,
there will exist spectral reflectances that give different scan
values and look the same to the standard human observer.
While the latter can be corrected by the transformation
the former cannot.

On the upside, there will always (except for degenerate
cases) exist a set of reflectance spectra over which a transfor-
mation from scan values to CIE XYZ values will exist. Printed
images, photographs, etc., are all produced with a limited set
of colorants. Reflectance spectra from such processes have
been well modeled with very few (3–5) principal component
vectors [3], [18]–[20]. When limited to such data sets, it may
be possible to determine a transformation such that

(11)

for all In other words, we are restricting ourselves
to a set of reflectance spectra over which the continuous
mapping exists. This idea is also discussed in [21].

LUT’s as well as nonlinear and linear models for
have been used to calibrate color scanners [22]–[25]. In all of
these approaches, the first step is to select a collection of color
patches that span the colors of interest. Ideally, these colors
should not be metameric in terms of the scanner sensitivities
or to the standard observer under the illuminant for which
the calibration is being produced. This constraint assures a
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one-to-one mapping between the scan values and the device
independent values across these samples. In practice, this
constraint is easily obtained. The reflectance spectra of these

color patches will be denoted by for
These patches are measured using a spectrophotometer or a

colorimeter which will provide the device independent values

for (12)

Without loss of generality, could represent any col-
orimetric or device independent values, e.g. CIELab, CIELuv
in which case where is the trans-
formation from CIEXYZ to the appropriate color space. The
patches are also measured with the scanner to be calibrated
providing for

Mathematically, the calibration problem is: find a transfor-
mation where

(13)

and is the error metric in the CIE color space. Other
metrics may be used if desired. In practice, it may be necessary
and desirable to incorporate constraints on Specific
constraints will be discussed in Section IX-A.

V. PRINTERS

Printer calibration is difficult due to the nonlinearity of
the printing process, and the wide variety of methods used
for color printing (e.g., lithography, inkjet, dye sublimation,
etc.). Because of these difficulties, printing devices are often
calibrated with an LUT and interpolation [22], [26]. In other
words, the continuum of values are found by interpolating
between points in the LUT.

To produce a profile of a printer, a subset of values spanning
the space of allowable control values for the printer is first
selected. Denote these device dependent values byfor

In the printing process, these values produce
a set of reflectance spectra which are denoted byfor

The patches are measured using a colorimetric device
as was performed for the scanner calibration, which provides
the values

for (14)

Again, could represent any colorimetric or device inde-
pendent values, not just CIEXYZ.

The problem is then to determine a mapping which
is the solution to the optimization problem

(15)

where as in the scanner calibration problem, there may be
constraints which must satisfy.

VI. GAMUT MAPPING

As discussed, color reproduction devices are limited in the
colors that they can reproduce which is defined as the device
gamut. Gamut mismatch is a problem which occurs when two
devices have different gamuts and it is desired to reproduce
an image displayed with one device using the other device.
Consider two gamuts and It is desired to
print an image that is displayed on the monitor. Assuming

is known, we can map from the monitor RGB values
to CIE values. Now the problem is to map these CIE values
to device dependent values for the printer. The problem is
that there may be colors which the monitor can display but
the printer cannot print. As mentioned in Section II-C, the
mapping is used for this purpose. The printer control value
for the CIE value is given by

Depending upon the desired effect and the media in use,
may or may not be the identity operator on the colors

within The reason for using a that is not the identity
operator can be illustrated by an example in which there are
smoothly varying regions in the image that are outside the
printer gamut. These colors will be gamut-mapped to the same
color on the gamut boundary, which will result in abrupt edges
in the previously smooth region. To reduce this artifact, a
gamut mapping is often used, which compresses all the colors
in the image to reduce the colorimetric dynamic range in the
image while ensuring that all the colors can be reproduced. For
example, all the colors in the image could be moved toward
one point such as a mid-gray, until all the colors in the image
are within the device gamut. Mathematically, this problem can
be posed as

(16)

such that

where is the updated tristimulus value, is the mid-gray
color, is the device gamut, is the set of color values in
the image, and is a nonlinearity. Unlike a simple clipping
approach in which out-of-gamut colors are mapped to the
closest in-gamut color, this method will retain some of the
variation in smoothly varying image regions that are beyond
the device gamut. Note that the above operation is image
dependent.

In practice, gamut mapping is performed in a color space
in which the Euclidean distance has a perceptual meaning,
e.g. CIELab [27]. Other work [28], [29] has noted that a
method that maps to the closest (Euclidean distance) in-
gamut color in a perceptual color space such as CIELab
produces color differences which are less acceptable than an
algorithm that maintains lightness and the hue angle

Note, however, that hue angle as defined with
the CIELab and CIELuv color spaces relates poorly with
perceptual hue in certain regions of the color space [30].
Other work has noted that maintaining chroma is of greater
importance than maintaining lightness [31]. For detailed gamut
mapping experiments, the reader is referred to [28], [29], [32],
and [33].
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VII. I LLUMINATION CORRECTION

As previously mentioned, it may be possible to use an
existing profile that was created for a particular viewing
illuminant along with simple transformations to obtain profiles
for other illuminations. The problem can be defined as follows.
Let the profile for illuminant to be given by the mappings

and which implies

(17)

If the illuminant for which a new profile is desired is given
by then the problem is to find an invertible mapping
such that

(18)

This is a problem in illumination correction which has
been studied [34]. Simple matrix transformations will often
give acceptable results due to the limited number of col-
orants that are used in the printing process [35]. Once the
mapping has been determined, the new profile is given by

and

VIII. D IGITAL CAMERAS

The calibration of a digital camera can be formulated in
the same manner as that of a scanner with the additional
problem of a variable recording illuminant. Unfortunately,
the illumination under which an image is recorded can vary
among daylight, tungsten, fluorescent, with flash, without flash,
etc. Another problem is that the class of reflectance spectra
cannot be readily limited for the camera as they can for the
desktop scanner. For example, the desktop scanner can be
easily calibrated for a particular film/paper type, but the digital
camera will be used for recording images with a more varied
selection of reflectance spectra.

As mentioned, a profile is typically created for one viewing
illuminant. While the images that are printed (or displayed
on the monitor) using data from the camera may be viewed
under a single illuminant, the recording illuminant is varying
for the digital camera from image to image. The problem
can be posed as one of determining how to alter the existing
profile for the camera based on the illumination under which
the image was recorded. To perform this operation, it is
necessary to determine the illumination under which the image
was recorded [36]–[39]. Once an estimate of the illumination
is determined, the problem of correcting for the recording
illumination can be approached (cf. Section VII). This problem
can be described as follows.

Let there exist a profile for the digital camera
for images recorded under illuminant (which is also the
viewing illuminant for the final images). Due to limited
control, an image is recorded under illuminant giving
recorded values of

(19)

at pixels where the columns of are the
spectral sensitivity of the camera.

The profile was created for images recorded as

(20)

The question is what (if any) transformation should be per-
formed on the values prior to using the mapping ?
For example, if no transformation is performed andis D50,
while is F2 fluorescent, then the images will appear to
have a green cast when later viewed. This effect implies that
an illumination correction on the values is needed. In a
manner similar to that in Section VII, the goal is to find a
mapping such that

(21)

In this problem, the variability of may not be as readily
used as in the correction of illumination for viewing printed
samples (cf. Section VII) since the digital camera can also
record emissive sources. Once a mapping is determined, the
profile for the camera under illuminant can be expressed
as

IX. I MPLEMENTATION CONSIDERATIONS

A. Constraints

The formulation for the scanner calibration and the printer
calibration are mathematically similar. In many practical cases,
there are constraints which the mappings should satisfy. For
example, in the printer profile there are several practical factors
such as ink limit and undercolor removal (discussed below)
that often come into play. These are physical constraints which
must be considered when constructing LUT’s to map between
the printer device control values and a CIE color space.

In the case of a printer profile, constraint sets of interest
include the following.

• Data consistency:

(22)

where is a just-noticeable-difference (JND) threshold.
• Inklimit:

(23)

where is the maximum amount of ink that should be
placed on the paper.

• Smoothness:

(24)

where is the gradient of the function and is
the range of control values for the printer. The motivation
for requiring smoothness is that the underlying physical
reproduction process of the printer is usually well behaved
(if not then creating a mapping can be difficult) and the
solution should be regularized to keep from fitting any
noise introduced from the measurement process or from
printer variability.

In CMYK printers, undercolor removal is a technique in
which the cyan, magenta, and yellow ink amounts are reduced
and black ink is added. Typically, the allowable CMYK values
are restricted since different CMYK combinations could give
rise to the same CIE XYZ value. This restriction is defined
by a set which is itself defined by four curves which map
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Fig. 1. Undercolor removal curves.

values from three-space into four-space. For
example, could be defined as

(25)

where and the curves
for are as shown in Fig. 1. With

defined, the constraint of undercolor removal is given by

(26)

In the LUT based profile, the gamut mapping is implicit
in the function which maps from the CIE color space to the
device dependent values. In constructing the LUT, gamut-
mapping considerations can be incorporated as constraints on
the LUT entries. For example, it may be desired that certain
points outside the gamut in the LUT provide maximum col-
orant on the paper (e.g., 100% cyan, 0% yellow, 0% magenta,
0% black). At the same time, one would like to have a
smooth transition to the in-gamut colors, and a colorimetrically
meaningful way to assign the out-of-gamut colors. Also, recall
that the gamut mapping algorithm may operate on the in-
gamut colors to maintain the color variation in the image and
smoothness of the mapping. Note that incorporating the gamut
mapping into the LUT will force gamut mapping to be image
independent which may be limiting for certain applications.

Constraints of interest in determining the function
include the following.

• Minimum color error:

(27)

where is a mapping from the CIE color space to a
space which is perceptually optimal for gamut mapping
(e.g., constant hue and lightness) [29], [40], andis in
the set of all CIEXYZ to CIEXYZ mappings.

• Smoothness:

(28)

• Fixed points:

(29)

where there are fixed points,
which need to be mapped exactly. Note that common
fixed points include paper white being mapped to CIELab
[100,0,0] and maximum ink being mapped to CIELab
[0,0,0].

Scanner calibration can also be formulated in this frame-
work. The primary sets of interest include the following.

• Data consistency:

(30)

• Smoothness:

(31)

where is the range of numerical values produced
by the scanner, and is the gradient of the function
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B. Color Perception

Color is a psychovisual phenomena and is subject to exten-
sive processing by the visual cortex. The appearance of a color
stimulus is affected by changes in illumination, surrounding
colors, etc. In practice, it is necessary to consider these effects
when constructing profiles. For example, a CIELab value of

which is usually the white point in a profile, should
be mapped to the white point of a monitor and the white
point of the printer even if neither the paper or monitor white
have a CIELab value of If this mapping is not
performed, then the printed image may have an undesired color
cast compared to the monitor, or vice versa.

Color perception can be included into the construction of
the profile by performing the transformation to the perceptual
color space on the measurements from the samples which
are used for the construction of the profile. Typically, a
perceptual color space accounts for white point adaptation,
color constancy, and other viewing conditions. As before, the
patches are measured using a colorimetric device giving

for (32)

These values are then mapped to the values
where maps the CIE values to a perceptual color space
such as those found in [41]–[43]. The profile LUT is then
constructed between the values and the device
control values

As an example, consider the monitor calibration problem.
There is no “viewing illuminant” for the monitor, but if visual
matches are desired with prints that are viewed under various
illuminations, it is necessary to alter the CIE XYZ values used
for the mapping between monitor control values and the CIE
device independent space to account for the different viewing
illuminations.

One simple approach is for the mapping to scale the
CIE XYZ values such that maximum white is mapped to the
white point of the viewing illuminant. Such a process is called
white point mapping, and the reasoning behind it is that the
white point is used as a reference by the HVS. Specifically
the mapping could be defined by

(33)

where

is the viewing illumination written as a vector andis
selected so that is within the gamut of the
monitor.

C. LUT Construction

For the construction of a profile LUT, there are two primary
approaches. The main difference between the two approaches
is the number of sample measurements required. One approach
uses a model (e.g. colorimetric or spectral Neugabauer for a
printer [44]–[47]) to provide a functional mapping from the
device control values to CIE colorimetric values. The model
parameters, are determined by collecting a few measurements.
This functional mapping can be used to generate a LUT, which
is inverted and used to print specified in-gamut CIE values.
Unfortunately, there is no one printer model that works well
for the large variety of printing processes.

Another approach relies on a very large sampling of the
device control values, such that LUT entries can be determined
via interpolation and extrapolation from the measured values.
The advantage of this approach is that no physical model is
required. The disadvantages of the model-free approach are
that collecting the large number of measurements can be time
consuming, and it is difficult to know how to update the LUT
if a minor change in printing conditions occurs (e.g., paper lot
or ink lot changes).

X. EXAMPLES

To demonstrate artifacts from gamut mapping and the
effect from gamut mismatch, an RGB image was created
on a monitor. The image, shown in Fig. 2(a), consists of
two figures. One figure is a color wheel which displays
a continuum of RGB values such that one of the values
is always zero (e.g., The other
figure is a series of color bars each of which smoothly step
from black, to a primary color (e.g. red, green, blue, cyan,
magenta, yellow), and then to white. For example, the red bar
was created by stepping through the RGB vector sequence

The smooth transitions between highly saturated colors make
these figures ideal for demonstrating gamut mapping artifacts.

A monitor profile was created between the monitor RGB
values and CIELab D50 (i.e. was created) via
the procedure described in Section III. A dye sublimation
(dye-sub) [48] RGB printer (three-color CMY printer which
accepted RGB input values) was also profiled for CIELab D50
(i.e. was created) to printer RGB space. As discussed
in Section V, this profile was created by measuring a series
of color patches with a colorimeter and creating an LUT. Out
of gamut colors were mapped, via to the closest in gamut
value, along a constant hue angle while preserving lightness
in CIELab space. Three different images were printed and are
shown in Fig. 2. The images are as follows:

a) image created by sending monitor RGB values,
is the th pixel RGB value for the image), directly to
the printer with no processing;

b) image created by sending the values
to the printer;

c) Image created by sending the values
to the printer, where maps

colors outside of the printer gamut to black and is the
identity operator on the in-gamut colors.
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(a)

(b)

(c)

Fig. 2. Artificial images. (a) Unprocessed image. (b) Corrected image. (c) Out-of-gamut values mapped to black.

As can be seen in Fig. 2(c), there are a significant number
of colors outside of the printer gamut. In the bar figure of
Fig. 2(c), the banding (especially in the yellow bar) indicates
that the values are going in and out of the printer gamut
as the monitor device dependent control values are stepped
from black to a primary color and then to white. In addition,
blocking artifacts are visible in Fig. 2(b) where previously

smoothly varying regions [as shown in Fig. 2(a)] are mapped
to the same area on the gamut boundary. Note also that the
monitor pure red does not map to a pure red on the printer.
This is often an issue in gamut mapping, and suggests the need
for the use of a constraint such as that given in (29).

To demonstrate the need for improved color management, an
original (i.e., printed) version of the Lena image was scanned
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(a) (b) (c)

Fig. 3. Lena Images. (a) Commonly used image. (b) Corrected image. (c) Unprocessed scan.

Fig. 4. Color squares and their CIELab values for assessing color reproduction accuracy of this issue.

on a desktop scanner. The scanned image will be referred to
as the newly scanned Lena image. In addition, a color target
was scanned which contained 276 color patches. The target
patches were measured with a colorimeter and a LUT mapping
was determined from scanned RGB values to CIELab D50
(i.e. was created). For comparison, the commonly used
digital color Lena image was obtained. This will be referred
to as the standard Lena image.

The LUT for the dye-sub printer that was used for Example
1 was used to map from the CIELab D50 values to printer
control values. Three images were printed and are shown in
Fig. 3 for comparison. The images are as follows whereis
the th pixel RGB value for the standard Lena image and
is the th pixel RGB value for the newly scanned Lena image:

a) image created by sending the RGB valuesdirectly to
the printer with no processing;

b) image created by sending the values
to the printer;

c) image created by sending the values directly to the
printer with no processing.

It is worthwhile to compare the Lena images in Fig. 3 with
the images printed in the special issue of the TRANSACTIONS

July 1997 [49, p. 960].
Fig. 3(a) closely matches those in the special issue, while

Fig. 3(b) is a close match to the original printed image
(unavailable to most readers). Simply providing the scanned

RGB values directly to the printer produces a much different
image as shown in Fig. 3(c). One should realize, however, that
the commonly displayed Lena image is just that, a scanned
RGB image which is often provided directly as input to the
available color printer. Comparison of Fig. 3(a) and (c) gives
an indication of the differences in the raw scanner data. The
large differences between Fig. 3(a) and (c) demonstrate that
widely different results can occur depending upon how an
image is scanned, processed, and printed. This is a significant
problem when attempting to convey the results of a color
image processing algorithm, and to compare those results with
previously archived material. Finally, note that in Fig. 3(b)
the shoulder and arm region of Lena contains minor blocking
artifacts due to gamut mapping problems.

In the publication process, the color images in this paper
are further processed, which will introduce artifacts and loss
of accuracy (due to lack of control, gamut differences, etc).
To quantify this effect, we have provided an additional image
containing color squares in Fig. 4. The CIELab D50 values
are given for each square on the original dye-sub print.
Readers are encouraged to measure the color squares to test
the reproduction accuracy of the process if they have access to
a colorimeter. If not, the measured values after publication are
available at ftp://ftp.eos.ncsu.edu/pub/hjt/profile. All images
produced in these examples, data used to create the profiles,
and the profiles are also available at this location.
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XI. CONCLUSIONS

The problem of achieving color management by calibrating
scanners, monitors, and printers was defined mathematically.
This lays a framework upon which sophisticated color image
processing methods may be developed. The ease with which
the constraint sets are formulated, as shown in Section IX-A,
demonstrates the usefulness of the framework. The importance
of the problem was made clear by consideration of the vast
differences in appearance between images produced by cali-
brated and uncalibrated systems. This more formal approach
of producing calibrated color output should become standard
procedure when displaying images for the image processing
community.

There still exist many open and interesting problems in color
recording and reproduction. Many of these problems are well
suited for a signal processing approach. For example, with
the advent of high-fidelity six color printing processes, the
higher dimensionality of the mapping becomes a problem.
With the use of multiple inks, these printers also introduce
an interesting problem in the determination of transformations
which minimize certain criteria such as cost of ink, total ink,
etc.

Printing processes change over time due to environmental
factors (e.g., temperature, humidity, etc.) and due to dye
changes, paper changes, etc. Performing a complete calibration
can be very time consuming. It is of great interest to quickly
update an existing calibration. Likely approaches include adap-
tive filtering, neural nets, and partial sampling. Of course, it is
always profitable to reduce the number of measurements re-
quired for a complete calibration while maintaining accuracy.

The problem of gamut mapping is far from optimally solved.
In fact, there is such a variety of devices that each one
presents its own unique set of problems. The ideal gamut
mapping depends upon the image, the source gamut size, and
the destination gamut size. The viewing intent and preferences
of the user play a critical role in determining what is optimal.
Thus, there does not appear to be a global solution to such
problems.

The nonuniformity of CIELab in the blue/magenta region
causes problems with gamut mapping algorithms that use
constant hue mapping in this space. Furthermore, the CIE
metrics are based upon matching patches of color, not the
overall appearance of images. Image-based metrics are an open
research area, although not a true signal processing problem.
However, as new error metrics are developed, it is of interest
to incorporate these into the device profiling methods.

Color image reproduction and recording technology is mov-
ing at a rapid pace. The advent of these new instruments
provides research opportunities to create accurate color with
these instruments. Color filter arrays and multispectral record-
ing are new input modalities that require investigation. The
eminent introduction of new display technologies, such as
flat panels of various types and micromirror devices, makes
understanding basic calibration requirements very important
to achieving the optimal performance from these devices. In
addition, the design of the instruments presents several prob-
lems requiring signal processing methods. Examples include

the determination of optimal monitor phosphors, optimal inks
for printing, and optimal scanning filters for recording images
that will be reproduced on specific output devices.

Finally, with the growth of the world wide web and e-
commerce, the transmission of accurate color over the network
is of interest. In particular, while coding is currently an
active research area, there is need to determine the optimal
representations and auxiliary information, e.g., viewing illu-
minant, primary colorant for reconstruction, etc., are required
for accurate reproduction. The effect of various types of errors
in the transmission of color images will affect the profile data
that needs to be included with the image data.
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